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Abstract
CO2 sequestration (capture, separation, and long term stor
reservoirs, saline aquifers, oceanic sediments) i

rage) in various geologic media (such as depleted oil
a possible solution to reduce green house gas emissions. In this study
we utilize the PFLOTRAN simulator to investigate geologic sequestration of CO2. PFLOTRAN is a massivel pmu,.»w
-D reservois shnultor for modeling subaufce muliphase (COZ H20), and mobicomponent cecive flow
{ransport based on conimuum scale mass and cnergy conservation cquations. PFLOTRAN hat an officent and modular
‘mechanism to handle variable switching during multiphase transitions, bringing great ﬂcnhvm) in choosing the set of
primary variables, addition of new EoS, mixing rules, ete. The multiphase flow equations are sequentially coupled to
reactive transport equations describing multi-component chemical reactions within the formation. These reactions
consist of aqueous speciation, and precipitation and dissolution of minerals including CO2-bearing phases to d
2 sequestration. The effect of the injected CO2 on pH, CO2 concentration within the aqueous
phase, inera ibiy, and other factos can b evaluted with tis model. This work s focused on comple densty
driven flow patters within both CO2-rich and aqueous phases, and their effect on the lony

supercritical CO2. The efficiency nmqummum processes could be affected by many factors,
fluid properties caused by CO2 dissolution and reservoir salinity, changes in geochemical and
caused by mineral dissolution and precipitation, ete. This investigation will help provide criteria for site selection and to
investigate leakage rates of CO2 to the surface,

aqueous and mineral

containment of injected

cluding variations in
scophysical properties

PFLOTRAN: Parallel Flow and Reactive Transport
Mathematical Formulation
PFLOTRAN consists of two distinet modules: a mass and energy flow code (PFLOW) and a reactive transport code
(PTRAN). The module PFLOW solves mass conservation equations for water and other fluids and an energy balance
equation. The module PTRAN solves mass conservation equations for a multicomponent geochemical system. The
reactions included in PTRAN involve aqueous species and minerals which can be written in the general form:
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respectively, where the set of species {4 refer to a set of primary or
are written, 4, denotes an aqucous complox referred to as a secondary spy 10 amineral, and v,, and v, arc
onsichiomerse socTaesets derued from an extensive daabase The archittu s shown n th igh g,

i species n terms of which all other species

Mass Conservatior

Flow Equations
—\dz\anuX“h V-[a.p. X1~ g5, 00p,VX!] = O
9a= fT“Vt Pa=Wopug?) Pa= Py~ Peap
Energy Conservation Equation
d
—| s U, 1- cT|+V H, —kVT|=
m[@m L+ =P, ]+ [EW =K ] o.
Multicomponent Reactive Transport Equations
a
—] W+ vV Q,
EDRRE
Total Solute Flux
Q= (=195, D,V +q,)]

Total Concentration
W= 8,05+ By, CF
Mineral Mass Transfer Equation

'7%

=V,I, P+ D9, =1

System closure is accomplished by combining the:

quations with other auxiliary equations and EoS of phases. Most
current E oS, solubility and relative permeaby

ty formula were implemented to ensure accuracy, such as Span-Wanger
formula for supereritical CO2 phase propertic

ete.

Performance and scalability
PELOTRAN been designed from scratch with parallcl scalability
in mind, and it displays excellent scaling characteristics on

.
modem  supercomputers. The figure at right shows the =l - .
performance of PFLOW rumaing 3 one phase theohy drologle ————
bench mark problem on a 256 x 64 x 256 grid with three deg G - .

of freedom per node (approximately 126 million degrees or

fre k was run on both the MPP2 §
cluster at PNNL/EMSL, a cluster of 1960 1.5 GHz Itanium 2

processors with Quadrics QsNe t1l interconnect, and Jaguar, the
5200 Opteron processor Cray XT3 at ORNL/NCCS. PFLOW .
scales quite well on both machines, bottoming out at around 1024 .

d scaling exceptionally well on Jaguar, -
displaying lincar speedup all the way up to 2048 processors, and
stll displaying modest speedup when going from there to 4096
processors,

PFLOW assumes
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Variable switching and phase transition

all components exist in system are partly miscible, The solubility is governed by a modified Henry's Law. It employs the

c()mm(m]y used variable switching method to choose certain numbers of primary variables according to Gibbs phasé law, resulting inn g, =

+ 1. With

o
et Other thermodynaic properte e deried fon the prnay vaiablesthiough consciots and equilibetu efaions.

Phase transition
phase p forms is

equilibrium, EX;, >1

In the numerical

this method, the set of primary variables vari

for every possible phase combinations in 2411 cas

. as listed in the table

ules are one of the crucial aspects for implementing the variable switching method. A generic rule to determine if a new
that the summation of all mole fractions in the new phase exe

 a phase disappears f its saturation is less than zero, §, <0

ds or

 evalustd from existing phases by pseudo

implementation, a relaxation method is nceded to reduce oscillations and improve performance. Examples below show

phase transition diagrams for 3 and 4 phase systems and the sclection of primary variables for a 3-phase 3-component system.

Example: 3 components (H20, CO2, C10H22),

3 phases (Water, Supereritieal CO2, oil) system

Example: 4 phase system(P1, P2, P3, P4), phase trans

ion diagram

Primary variable set

Phase transition diagram
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Case _Phase condition __Primary Variables Case Phase Condition  Case  Phase Condition ~ Case Phase Condition
1 w P, T, Xa® Xo“ 1 Pl 6 P2+ P3 1 PLP2
2 G PLT, Xsc®%, X o 2 P2 7 P1+P2+P3 12 P3 + P4
3 WG 3 Pl+P2 8 2 13 PIePI+Pa
4 o 4 9 PLpa 14 P2ep3ipa
5 oW 5 Pl+P3 1 P2pa 15 PI+P2+P3+P4
6 0-G
7 OHW+G !

4 phases
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Numerical Simulation

‘The simulation was conducted for a 2D domain with dimensions 256 x 256m on a
uniform grid with 1 x Im spacing using a random permeability field containing 3

uncorrelated layers with 50m, 25m and 181m thickness, from top to bottom. The log-
normal distributed random field is generated by the sequential Gaussian random field

generator sgsim
0.25. The values
10-2 Darcy, as s
16x10-4 kgls at

‘The initial residual oil is located at depths ranging from 75m to 180m, horizontally

across the whole
,0.50) are investi

small value (mn 4),

whe
capilry effctis considered

from

LIB, with correlation length 20 m, zero mean and variance
are scaled with the mean permeability of cach layer with 10-2, 10-5,
hown on the right panel. CO2 is injected for 10 years with the rate
the center of the domain at a depth of 140m

domain. Four cases with different initial oil saturation (0, 0.02, 0.10
gated. Outside the dominant oil region, the oil saturation is set to a
except for the first
relative permea

in which the oil residual is zero
ility is determined by lincar interpolation. No

Snapshots of saturation and concentration at 400 years are shown in the right panel. ™~
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Conclusion
. The PETSc library for parallel computing was successfully implemented in PFLOTRAN, providing
speedups of up to almost 4000 times for 4096 processors (Jaguar at ORNL) for a 3D problem with
25664256 nodes, exhibiting excellent scalability.
Within the common range of residual oil saturation in depleted oil reservoirs, the effect of oil residual
saturation has a more subtle cffect on the behavior of CO2 plume evolution compared with the aqueous

of an oil phase reduces the amount of CO2 dissolved in the aqueous phase, and lowers its

mobility, so gravity fingering of CO2 concentrated brine is limited while oil saturation incre

© Dissolved CO2 in the oil phase could decrease ts viscosity and density, causing buoyancy of the oil phase.
Miscible CO2 flooding is an effective EOR method
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